1. logistic regression
2. Final exam study guide: topics to know  Monday May 5, 11AM-1:30PM.  Q and A for the Final is Wednesday April 23.
a. Venn Diagram

b. Combinations/permutations, know the difference

c. Use the Poisson and binomial distributions to calculate probabilities

d. Use Bayes’ Theorem to get the predictive value of a screening test

e. Know how to do a Z test on proportions

f. Know how to do a two sample t test

g. Single factor ANOVA

h. Two factor ANOVA

i. Simple linear regression

j. Nonlinear regression

k. Logistic regression

l. Be able to calculate 95% confidence intervals for your sample statistics

3. Logistic once again

a. Describe the setup, with an example

b. Maximum Likelihood Estimate of the parameters of the curve

c. Go through numerical example of how you do the calculations.
d. Criterion of maximum likelihood.

i. Maximum log likelihood criterion.  

e. Get the best curve parameters a and b with Solver

f. You can see how well your curve explains the data by comparing the log likelihood of the curve with the log likelihood of a straight line.
4. Non-parametric statistics

a. If you absolutely try every transformation and you can’t get a normal distribution.
b. And, if your sample size is too low to be able to assume that the Central Limit Theorem applies and your sample statistic is normal because of a large sample size.

c. Rank converts to an acceptably normal distribution
i. skew = 0

ii. kurtosis = -1.2

iii. Kurtosis is significant and negative.  But the kurtosis is rather small, and not large enough to worry about for small sample sizes.

iv. No matter what the original distribution, the ranks will come out to something close to normal

d. In Excel: the rank function =rank(number, array, order)

e. Advantage: don’t have to assume normality
f. Disadvantage:

i. usually lower power
ii. Can’t calculate the delta or CI

iii. lost the original scale of measurement!

g. Terminology:

i. 2-sample eq variance t test = Mann-Whitney test

ii. paired t-test = Wilcoxon paired sample test

iii. single factor ANOVA = Kruskal-Wallis

iv. 2-factor ANOVA = Friedman

v. Linear correlation = Spearman

