1. Regression/correlation, logistic regression
2. Assumptions of regression once more

a. Normal distribution of residuals

b. Constant variance of y (not dependent on x)

c. Independence of points

d. At least one of your two variables you know exactly

3. Degrees of freedom
a. For regression sum of squares:

i. Linear, 2-1=1

ii. Nonlinear, #parameters in equation – 1

b. For residual sum of squares:

i. N – number of parameters

c. Total sum of squares:

i. N – 1

d. Question: let’s say I draw the best fit line as connecting all the points.

i. How many df for regression SS?

1. N-1

ii. How many df for residual SS?

1. 0!

iii. Can you test for the significance of this line?

1. NO, because you used up all your degrees of freedom in creating the line, you have none left to calculate your residual SS.

2. In general, it’s always possible to find a line that fits better, but that line will have more parameters, and therefore less df residual, and therefore less power.
3. In general, when you calculate a mean from your data, you are using your data to test a hypothesis, and when you use your data, you lose degrees of freedom.

4. Another question:
a. What if we can’t measure y exactly?

i. As long as the errors in our measurement are random, some will be below and some above, and the mean will remain unchanged.

ii. So the EXPECTED SLOPE of the line will stay unchanged.

b. What if we can’t measure x exactly?

i. Look at x being a (0,1) variable.

ii. If you can’t measure x exactly, that means that you don’t know for sure whether an individual is a 0 or a 1 (say male or a female).

1. Then there is going to be some mixing up.  Some are going to be misidentified.

2. These jumble up the regression, and what happens to the slope of the line?
3. The slope becomes CLOSER TO ZERO!

iii. So if your x variable is not measured with complete accuracy, the slope of the line is biased: it’s biased closer to zero
iv. Same applies if x is continuous: you get a jumble of points, and the slope becomes zero, no matter what your sample size.

c. So you also have to be very careful about errors in measuring x.  The accuracy of x determines how much confidence you have in the slope of your line.

i. The true relationship between x and y might be beta, but if x is not measured with much accuracy, then b is not a good estimate of beta.  b will be closer to zero than beta.

5. What do you then do if you want to know the relationship between x and y and there is error in your measurement of both variables?

a. Generally, you don’t report a regression analysis.  You report a correlation analysis.

b. Regression analysis is not very meaningful because of the bias in b.

c. However, not reporting a regression analysis doesn’t mean you don’t do a regression analysis.

i. You do the full regression analysis in order to test for a significant relationship, but instead of reporting the a , b, and ANOVA table, you report just r or r^2 and the associated tail probability of your r or r^2.

1. r is technically defined as cov(x,y)/sqrt(var x var y).  It also is equal to sqrt (SS reg/SS tot), but this eliminates the sign.  The sign of r is the same as the sign of cov(x,y).

ii. That tail probability is the same probability of your ANOVA table.

6. Regression: estimate y from x, test significance of relationship: calculate best fit line, show ANOVA, calculate r^2, plot best fit line, report P

7. Correlation: test significance of relationship: calculate r^2 or r, test significance of r^2 or r, plot scatter diagram without line, report P.
8. Logistic regression.

a. Want to predict a binary variable from a continuous variable.
b. Examples:

i. measure blood pressure, want to predict whether someone has a heart attack next year.

ii. measure a person’s score on the MCAT, want to predict whether or not that person graduates from medical school.

iii. you have fossil skeletons, and you want to be able to predict sex of an individual from measurement of a particular bone say that is commonly found.

iv. Measure the probability that someone dies from a particular surgery based on their age.

c. This is a very common regression procedure in biology, especially in medicine, and is probably more common than linear regression.

