1. Simple linear regression
2. Biological examples

3. Purposes

a. Prediction of y from measured x

b. Testing hypothesis that y depends on x

c. Just as a t-test is a subset of ANOVA, ANOVA is a subset of regression.

4. Three equations

a. True equation with alpha and beta

b. Equation for best-fit line that is used for predicting

c. Equation for y value from x value including the deviation

d. Illustrate with scatter diagram, number the points

5. The hypotheses tested: slope and intercept; the two can be anything

6. How to test?  Think of a two-sample t-test.
a. x variable is 0 and 1 variable

b. y variable is continuous

c. Draw best fit line through sample means

d. Similarity: testing for difference is the same as testing whether the slope is zero.

e. The slope is just the difference between the two

f. But remember a t-test is the same as an ANOVA.  Instead of writing the equations for a t-test, we’ll write the equations for an ANOVA, because that’s more general, and that’s the convention.

7. Regression as ANOVA.  This tests the hypothesis that beta = 0.
a. To test for a difference among groups, calculate the MSg

b. Rewrite the MSg in terms of the regression line

c. Rewrite the MSw in terms of the regression line

d. Rewrite the regression F 

8. Now relax the assumption that x is categorical.  All the calculations are the same:

a. The SSreg is still the difference between the line and the overall mean y, squared and summed for each point.

b. The SSres is still the difference between each point and the line, squared and summed over all the points.

9. Show ANOVA table.

