1. Today R^2 definition and use, t-test versus ANOVA 2-factor ANOVA
2. Review: ANOVA setup and hypotheses

a. Question, hypotheses

b. How to answer the question:

i. Calculate F

1. Numerator and denominator estimates

ii. Present in ANOVA table

3. R^2 definition and use
a. Question: there is variation.  What are the causes of variation?

i. group membership because of the group mean

ii. random variation within the group

b. We can determine the proportion of the variation that is caused by groups versus by random effects within a group

c. Write out the equation using sample means NOT true means.

d. The cross product sums to zero.  Why?

4. What does R^2 tell you?

a. It tells you how important your factor is relative to other factors that influence your variable.

b. Can have very significant result, but low R^2

c. Can have high R^2 but not significant result, if sample size is low.

5. t-test versus ANOVA

a. Let’s say you have just two samples.  Should you do a t-test or an ANOVA?

b. Answer: for just two samples, an = variance t-test is mathematically equivalent to an ANOVA!  A t-test is a special case of ANOVA with only two samples.

c. Or another way of putting it: ANOVA is an extension of the = variance t-test to several samples. 

d. Show mathematically (with Handout 15).

6. ANOVA is a comparison of variances, but it is used to test for the equivalence among means.  Shouldn’t it be the analysis of means?
a. Actually you look at both means and variance.  Any test has to look at both.  So you should call it the analysis of means AND variance.

b. Important to keep in mind, ANOVA does not test for equality of sample variances. It tests for equality of means, by comparing two variances.

7. 2-factor ANOVA

a. Motivate with drug example, with huge sex interaction.

b. Set up 2x2 table with notation, 3 hypotheses.

i. Define main effects

ii. Define interaction

c. Numerical examples of yes/no interactions/main effects

