1. Today chi-square and Z wrap-up, ANOVA (“multisample t-test”)
2. chi-square and Z: to emphasize

a. What are the assumptions of a chi-square test?  Same as for a Z-test: that the test variable is normally distributed.

b. this approach works for a table of any size, any number of rows or colums.

c. Write down overall equation for chi-square, and for calculation of the expected value for any cell.

d. Assumption: np > 5 for each cell, or expected greater than 5 for each cell.

3. ANOVA
a. Remainder of class: ANOVA (more than 2 samples): correlation/regression (one sample, more than 1 variable).

b. Examples: 3 sexes, 10 populations fitness, n drugs effectiveness, 10 candidates voter preference, 4 treatments effectiveness.

c. Conceptual framework:

i. K samples

ii. For each sample, mean, variance, and sample size.

iii. Mention transformations!  Same transformation for each sample!

d. Example: this is a recent study of social behavior of college students.  This particular study looked at the number of parties per month that a female student attended.  There were three samples: sorority students, dorm students, and off-campus students.

e. Set up the hypotheses: we want to know if there is any difference whatsoever in the three groups.

f. How do we do the analysis?  We can do a t-test for each comparison.  How many are there possible for 3 samples?

i. Write down combinatorics equation

ii. Answer is 3 on this case, which is easy to see intuitively.

g. We could do all possible t-tests.  But there are two problems with doing it this way.  What are they?
i. First, the Type I error is inflated.  What is alpha?  The null can be rejected by any of the three comparisons.  If each comparison has an alpha of 0.05, the overall alpha for the null hypothesis is greater than 0.05.
1. Introduce the overall experimentwise alpha as distinguished from the comparisonwise alpha.

2. But we can solve this problem by making the comparisonwise alpha lower than 0.05, in fact it is equal to 1 – (0.95)^(1/C) where C is the number of comparisons.

ii. Second, if we do several t-tests, we are not using all our data for each test.

1. If we can assume all the variances are equal in the samples, then we can calculate an overall variance with more degrees of freedom.

2. Show the equation for the pooled within variance.

3. This problem then is solved, too.

h. So we can indeed to all possible t-tests, as long as we make those two adjustments, mainly the adjustment in alpha.

i. First write down the analytical equations

ii. Second do the calculations for the data example.

iii. If there are any significant comparisons, then we reject the null hypothesis.

iv. This is an “ANALYSIS OF VARIANCE”

4. Can you test that null hypothesis with just one comparison rather than three?  If you had 100 samples this would get very tedious.  What’s the alternative?
a.  . . . continue if time permits.
