1. Today F-test (variance ratio test)
2. General conceptual framework

a. 2 populations

b. 2 random samples

c. questions:

i. are the true means different?

ii. Are the true variances different?

d. Means: t-tests, show two t obs values.

i. USE THE t distribution because the difference between the means is NORMAL

e. Variances:

i. Can’t use the t distribution because the difference between the variances is not normal

ii. Instead, use the chi-square distribution

f. Chi-square distribution
i. Skewed to the right

ii. Chi-sqare is equal to v s^2/sigma^2.

iii. Solve for s^2 = X^2 sigma^2/v

g. 95% CI for true variance

i. Solve for sigma^2 = v s^2/X^2

ii. High end: v s^2/X^2 0.975, v

iii. Low end: v s^2/X^2 0.025, v

iv. Showed why this is true in lab.

3. Data: Bumpus sparrow data.

4. F test procedure
a. Hypothesis testing framework

i. Q: is the variance for non-survivors different from the variance for survivors?  Write down the two sigmas

ii. Ha and Ho

iii. Two tailed test.

iv. What is our test statistic?

v. F obs = s^2 large/ s^2 small

vi. Is F obs > F crit ?

b. In order to know if F obs is too large, we need to know the distribution of F.  How should the ratio of two sample variances be distributed:
i. Let’s see: a chi-square is v s2 / sigma2.  

ii. For the ratio of two X2 divided by their degrees of freedom, get the ratio of two sample variances divided by the two true variances.

iii. This ratio, BY DEFINITION is an F variable, and follows the F distribution.

iv. F is equal to the ratio of two chi-squares, each divided by its degrees of freedom.

v. It is also equal to the ratio of two sample variances, divided by the same ratio of the two true variances.

vi. Form the ratio of the two observed variances.
vii. If the true variances are equal to each other, then this ratio should be around 1.

viii. This ratio follows an F distribution, we can look it up in the book, or use excel:

1. fdist(Fobs, v num, v denom) gives the probability to the right of Fobs.
2. finv(probability, v num, v denom) gives the F for the input probability to the right

5. Number of tails in the test is actually one, because we basically eliminate the other tail by forming the ratio as the greater over the smaller.  SO an F test is always a one-tail test, which is why the excel and book functions give you only one tail of the distribution.

6. Do the calculations.

a. Do the hypothesis test

b. Also calculate the confidence intervals for the ratio, using the definition of F.

	
	Sample1
	Sample 2

	n
	21
	28

	Sample Mean
	0.176
	0.43

	Sx2
	0.176
	0.43

	Sx
	0.419523539
	0.655744


	critical chi-square hi
	34.16958143
	43.19452

	critical chi-square low
	9.590772474
	14.57337

	
	
	

	
	Sample1
	Sample 2

	variance 95 high
	0.367019446
	0.796658

	variance 95 low
	0.103015602
	0.268784


	variance ratio test
	

	Fobs
	2.443181818

	no. tails
	2

	Fcrit
	2.375074359

	v1
	27

	v2
	20

	Prob
	0.04322225





	confidence limits of the variance ratio
	

	critical F low
	0.443797887

	critical F high
	2.375074359

	
	

	95 CI high
	5.505167753

	95 CI low
	1.028675927


\

