1. EXAM 2 handed out Monday, March 17th, due back Monday, March 24th.
2. Two sample t-test:

a. Heights male versus female:

	
	Sample1
	Sample 2

	alpha
	0.05
	0.05

	tails
	2
	2

	
	
	

	n
	23
	23

	Sample Mean
	70
	65

	sample variance
	9.1
	9.3

	sample sd
	3.016620626
	3.049590136

	sd of mean or SEM
	0.629008882
	0.6358835

	v
	22
	22

	tcrit
	2.073875294
	2.073875294

	
	
	

	95% CI mean high
	71.30448598
	66.31874308

	95% CI mean low
	68.69551402
	63.68125692

	
	
	

	tobserved
	111.2861869
	102.2199821

	2 Sample t-test
	 
	 

	hyp diff between 2 means
	0
	 

	
	unequal var t
	equal var t

	pooled var
	n/a
	9.2

	var of diff
	0.8
	0.8

	sd of diff
	0.894427191
	0.894427191

	tobs
	5.590169944
	5.590169944

	v
	43.99480213
	44

	tcrit
	2.016690814
	2.0153675

	tails (T)
	2
	2

	T-tail probability
	1.43805E-06
	1.34571E-06

	
	 
	 

	Observed difference between means
	5
	5

	95% CI for delta high
	6.8037831
	6.802599491

	95% CI for delta low
	3.1962169
	3.197400509


b. Make analogous with a Z test: you know what the real variance is, so you get a simple formula for the Z

c. For the t test, we don’t know what the real variance is.  But we have the variances of the two samples.

i. Do we just calculate the overall variance of the lumped data?

ii. NO!  We calculate the average variance of the two groups.  This is the weighted average variance.
iii. This is sp ^2, write the equation.

d. So compare the Z and the t.

3. Question: what if we can’t be sure that the true variance is different between the two groups? ? ? ? 

a. Then we don’t calculate the pooled variance.  Instead we calculate the variance for each sample and use that in the denominator of t obs.

b. However, if we do this, then we have a slight problem.

i. Here is the problem: instead of one variance, we’ve estimated two variances.

ii. If we’ve estimated two variances, then how does that affect the distribution of  t obs?

iii. It spreads out the distribution of t obs.

iv. That means that for this t obs, we have FEWER degrees of freedom.

v. There is an equation for the number of degrees of freedom; here it is:
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vi. This is called “Welch’s approximate t” (1936, 1938)

vii. If n1 = n2, then the two t’s are identical.  If the two sample variances are the same, then the two t’s are also identical.

viii. If the ns are not the same or the s’s are not the same, then the degrees of freedom will not be the same.

ix. If both ns and ss are the same, then the two t tests are mathematically identical.

4. Which t test should you use?  = variance or unequal variance?

a. Short answer: there is no consensus.  People who are very conservative and don’t want to take risks generally use the unequal variance t test, because it is always valid regardless of what the variances are.

b. People who value statistical power over low risk usually use the equal variance test.

c. In the vast majority of cases, it makes no practical difference which you use.  The result is the same regardless.

d. For the purposes of this class, you will be free to choose which of these you use, but you must explain why you make the choice you do and your explanation has to make sense.
5. Chi square test and variables.

a. Motivation: stabilizing selection.

b. How do we compare two variances?

i. Bumpus house sparrow data (Herman Bumpus 1898, storm in Providence RI (Brown University)

ii. 136 were collected barely alive, very cold.  Of those 72 survived and 64 died.  (In the cooked example in the transparency 21 survived and 28 died, out of a total of 49).
iii. He measured several traits on all birds, including humerus length.

iv. Question: is there evidence here of stabilizing selection on humerus length?  This is the same as asking: is the variance of dead birds greater than the variance of live birds?
v. Can we just do a t test?

1. No because the variance is not normally distributed.

2. How is the variance distributed?
3. Consider the Z variable.  It is normally distributed.  How is Z squared distributed?
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