· Welcome to class

· Hand out syllabus

· Introduction, office hours

· Explanation of surveys: THESE WILL BE ANONYMOUS.  We guarantee anonymity!  Answer honestly, or they will be meaningless!  How you answer will have no effect on your grade whatsoever.  However, you are required to answer these honestly.

· Survey questions: statistics opinion

· When I think of taking this course in Biostatistics, I feel _____________________________________.

· When I look at this equation, I feel:

· Survey questions: probability of independent events

· Elian Gonzalez question

· Ethnic background: hispanic or non-hispanic

· M versus F

· Birthday

· While people are completing the surveys, go over the syllabus (after leaving about 5 minutes)

· Course details

· Problem sets

· Exams (4 total, all required)

· Course objectives:

· Probability

· Random variables

· Hypothesis testing

· Experimental design

· Tools demonstration.  Points to make:

· Tools are often trivial to use, even though they are extremely difficult to invent.

· Invention requires knowledge of calculus, engineering, chemistry, physics

· Use requires the ability to point and shoot and read.

· Statistics is a tool also.  For what?

· The purpose of statistics is to convert DATA into a good, reliable estimate of PROBABILITY.

· “STATISTICS”

· SET OF TOOLS, and it is also a

· FIELD OF STUDY

· Term also used in a different sense, as the plural of STATISTIC.  A statistic is simply a number calculated from data that is intermediate on the road from DATA to PROBABILITY.

· Life is filled with uncertainty.  Living in Florida, we are perhaps more in tune with the concept of uncertainty than other people.

· Uncertainty is an every day fact of life.  Trivial ways:

· Should I buy the extended warranty for the CD player I’m buying?

· Should I allow 30 minutes to bicycle to class, or 45 minutes?

· Should I wear sunscreen when I go outside?

· Should I take this class?

· More serious ways:

· Should I put up hurricane shutters (etc. various preparations)?

· Should I go to a shelter, or should I stay home?

· What room in the house should I hunker down in?

· Do the risks of a drug I’m taking outweigh the benefits?

· For a doctor: does any particular treatment do more harm than good?

· Does smoking cause lung cancer?

· How much car insurance should I buy?  The bare minimum, or extra?

· Should I get insurance when I rent a U-Haul, or should I take a chance?

· Should I leave the baby playing on the floor to answer the phone, or should I pick her up and take her with me?

· Should I trust a baby sitter?

· What should my major be?  Should I take into account my earning potential, or should I just follow what interests me right now?

· In research: experiments are inherently uncertain – chance always enters into results.
· Does this kind of individual have a higher fitness that that other kind of individual?

· Is this new drug effective in treating a disease?

· Is this new strain of tomato better able to resist herbivores?

· Do peoples attitudes depend on their ethnic origin, or sex, or socioeconomic status?

· What is the genetic basis of this trait?

· Are two species of plants competing against each other for water?

· What is the life expectancy of a particular group of people?

· What is the probable size of the US population 50 years from now?

· How do you answer these questions, in a defensible, confident, rational way?

· Statistics is the body of knowledge that allows us to weigh uncertainties against each other in order to make confident, informed, rational decisions.  It does this by ASSIGNING A NUMBER to the uncertainties, so that they can be compared mathematically.  I.e. by QUANTIFYING uncertainty.

· It does this by creating a PROBABILITY of any particular event.

· Function: to make sense out of data.  WHAT DOES IT MEAN?  Data analysis and interpretation.

· Function: helps to design an experiment that actually answers a question.  Experimental design

· Statistics is NOT A BRANCH OF MATHEMATICS.  It is a way of thinking.  You should approach this course not as a mathematics course, but rather as a LANGUAGE course.

· New language

· New concepts

· New way of thinking about all kinds of processes, including BIOLOGICAL processes.

· Don’t focus on equations.  Don’t memorize equations.  FOCUS ON THE CONCEPTS!

· Illustrate with tools again
· SURVEY demo:  TOOL NUMBER 1: the product rule for independent events.  If two events are independent, then the probability that they occur is the product of the two probabilities.

· Probability: definitions

· Chance experiment: any activity or situation in which there is uncertainty concerning which of two or more possible outcomes will result

· Examples

· Life itself is a chance experiment

· Sample space: The collection of all possible outcomes of a chance experiment.  E.g. two coin flips

· Sample space as a set (of all possible outcomes). {HH, HT, TT, TH}

· Sample space as a tree diagram

· Sample space as a Venn diagram

· Event: any collection of one or more possible outcomes from a chance experiment.  Simple event: an event consisting of exactly ONE outcome.  I.e. two simple events are always two different outcomes.  

· Example: two coin tosses:

· Event one: first coin lands heads.

· Event two: first coin lands tails.

· Each of these is a union of two simple events.

· An event occurs whenever any of the outcomes contained in the event occurs.  E.g. if HT, then Event one occurred.

· The Event Not A: all experimental outcomes that are not contained in event A.  This is called the complement of A, denoted Ac.

· The Event A or B: all experimental outcomes that are contained in at least one of the two events.  I.e. in A or B or in both.  This is called the UNION of the two events A and B, and is denoted A U B.

· The Event A and B: all experimental outcomes that are contained in both A and B, i.e. all outcomes that are common to both events A and B.  A and B is called the intersection of the two events and is denoted A  B.

· Disjoint events: two or more events that have no outcomes in common.  Also called mutually exclusive events.  E.g. any two simple events, because by definition they are different outcomes.

· Relative frequency of an event A 

· Is the proportion of chance experiments whose outcome is event A.  Denoted as f(A).

· James Bernoulli in 1713 proved the first Law of Large Numbers (technically, the Weak Law of Large Numbers for Bernoulli trials):

· A Law of Large Numbers:

· As the number of repetitions of a chance experiment increases, the expected difference between the relative frequency of an event and the probability of that event gets closer and closer to zero.

· This is true EVEN IF WE DON’T KNOW THE TRUE PROBABILITY.

· Now we can define probability:

· Probability of event A is the limit, as the number of repetitions of a chance experiment approaches infinity, of the relative frequency of event A among the outcomes of those experiments.

· P(A) = number of times A occurs/number of replications of the chance experiment

· Assumption of this frequentist definition:

· Experiments can be replicated!

· Basic corollary of this definition: we in reality can’t replicate an experiment an infinite number of times.  Thus we never know EXACTLY what a probability is.

· Alternative definition: logical or physical definition of probability:

· Use laws of physics, chemistry, and engineering to calculate what the probability should be.

· E.g. if you have a perfect cube, of uniform density, then the probability of landing on any one side is 1/6.  Will not be 1/6 if there are any variations in density or is not a perfect cube.  Can calculate the probability based on very complex physical (Newtonian) theory.

· Deck of cards: if cards are well shuffled, there is no possible reason why the probability of drawing an ace of clubs is any different from drawing the six of hearts.  Each card has a 1/52 chance of being drawn.

· In other words, if there is no physical reason for believing that one outcome is different from another outcome, you have equal probabilities for each outcome.  Physical symmetry.

· Logical definition: if you have reason to believe that you have a physically symmetrical system that you are studying, then you can define probability of an event by decomposing that event into all equally likely outcomes that give that event:

· P(A) = sum of all probabilities of equally likely outcomes that give that event.

· In casinos and state lotteries, there are several mechanical objects used that are designed to be symmetrical or are a collection of identical objects:

· Roulette wheel

· Ping pong ball machines

· Deck of cards (all cards are virtually identical)

· Computer-generated random numbers

· Taking the frequentist definition (doesn’t really matter which), we can derive four properties of probability

· For any event E, 0 <= P(E) <= 1

· Easy to see: relative frequency is always between 0 and 1.

· For any event E, the probability P(E) is the sum of the probabilities of all SIMPLE EVENTS corresponding to outcomes that give E

· The sum of probabilities of all simple events must be 1

· For any event E, P(E) + P(not E) = 1

· What is statistics?

· Not mathematics.

· It is a problem solving tool.  What problem does it solve

